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Abstract: Organisational Integration has become a key agenda point for policy-makers as governments continue to change and create new organisations to address the cyber threat. Passing references on this topic, however, far outnumber systematic treatments. The aim of this paper is to investigate the potential effects of organisational integration of offensive cyber capabilities (OIOCC). I argue that OIOCC may lead to three key benefits: enhanced interaction efficiency, greater knowledge transfer and improved resource allocation. There are, however, several negative effects of integration, which have so far received little attention. OIOCC may lead to an intensification of the cyber security dilemma, increase costs overall, and impel ‘cyber mission creep’. Though the benefits seem to outweigh the risks, I note that ignoring the potential negative effects may be dangerous, as activity is more likely to go beyond the foreign-policy goals of governments and intrusions are more likely to trigger a disproportionate response by the defender.
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1. INTRODUCTION

The principle of organisation integration (OI) is commonly examined in relation to firms’ performance. OI is perceived to be a form of organisational innovation, with its potential value on a par with technological innovation. It is considered to be an essential means for firms to remain competitive in the market. Governments often seek OI too, as a way to reduce costs or provide services more effectively. Extending Kenneth Waltz’s famous analogy between the market economy and the international state system, one might even say that integration helps states to enhance their relative power in the international system and ensure survival.

OI is also a key agenda point for senior policy-makers seeking to find effective ways to address the cyber threat. The institutional landscape has been shaken up by the new cyber security challenges that countries face. South Korea, for example, has a National Cybersecurity Centre which leads investigations into cyber security incidents. It also has a National Cyber Threat Joint Response Team, comprised of actors from the military, civilian and private sectors, which provides assistance during a crisis. South Korea’s CERT manages cyber incidents (there is also a private CERT called CONCERT). And within the Ministry of National Defence it has established a Cyber Command. Similarly, the Netherlands has established various organisations like the National Cyber Security Centre, the Cyber Security Council, the Defence Cyber Education and Training Centre, and the Defence Cyber Command. It has also expanded the missions of several organisations including the National Coordinator for Counter Terrorism and Security, and the Ministry of Security and Justice.

In most countries, the creation and reorientation of institutions dealing with cyber security is ongoing and occurs in parallel to a range of other initiatives such as strategy formulation, regulation, and the creation of informal partnerships. To ‘defend the core’ effectively requires

2 Ettlie and Reza, ‘Organizational Integration and Process Innovation’.
awareness about how these organisations and activities can be balanced, coordinated and combined. In other words, it requires an understanding of OI in relation to cyber security.

However, passing references far outnumber systematic treatments of this issue. We know that organisational design and internal politics play a central role in the use of military capabilities, yet organisational analysis is a comparatively underdeveloped aspect of the study of the use of cyber capabilities. Scholars who set out to explain the use of cyber capabilities normally arrive at arguments that focus on the ‘nature’ or ‘meaning’ of cyberspace. Yet we cannot fully understand the use of cyber capabilities without studying the organisational structure in which its use of these capabilities is embedded. Through this analysis, we acknowledge that organisational structure can potentially shape the use of offensive cyber capabilities.

I therefore seek to address the following question: what are the potential effects of organisational integration of offensive cyber capabilities (OIOCC)? I argue that OIOCC may lead to three key benefits: enhanced interaction efficiency, greater knowledge transfer, and improved resource allocation. There are however several negative effects of integration, which have so far received little attention. OIOCC may lead to an intensification of the cyber security dilemma, increase costs overall, and impel ‘cyber mission creep’. Though the benefits seem to outweigh the risks, I note that ignoring the potential negative effects may be dangerous, as actors are more inclined to go beyond the foreign-policy goals of governments and intrusions are more likely to trigger a disproportionate response by the defender.

OI in relation to cyber security occurs at different levels and for different purposes. Table 1 provides a basic overview of the different types of OI. First, the table distinguishes between defensive and offensive organisational activities. Second, it distinguishes between three levels of integration: the highest level refers to the integration of cyber activities between the government and other entities such as the private sector; mid-level OI refers to integration between government organisations of which some do not (initially) focus on cyber activities; and the lowest level considers organisational integration between organisations which focus on cyber activities.

The aim of this paper is to investigate the lowest level of OI in relation to the development of offensive cyber capabilities. According to NATO’s Deputy Assistant Secretary General for Emerging Security Challenges, Jamie Shea, ‘about 100 countries in the world – 100 countries, which is the majority – are actively developing offensive, not defensive, but offensive – cyber capabilities’. Similar estimates are provided in a report from James Lewis written for the United Nations, and others provide more conservative estimates.

---

7 See section 4 for an explanation of this dilemma.
8 Notice that the categories found in the table concern ‘ideal types’ of OI which serve to clarify the scope of this paper. In practice, these forms of OI probably overlap.
I focus on this level because it is the one which has received the least amount of rigorous analysis but where the stakes are potentially the highest. Unlike discussions about initiatives promoting defensive measures, offensive cyber capability development has remained shrouded in secrecy, perhaps even more so than conventional security issues. Yet organisational mismanagement of offensive cyber activity can lead to unnecessary cycles of provocation, with potentially disastrous consequences.17

OIOCC is not only relevant for those states which seek to establish initial operability to conduct sophisticated cyber attacks. In fact, OIOCC also addresses some of the core concerns that...
highly advanced cyber powers are currently grappling with. Adam Segal penned five takeaways from the annual ‘National Thought Leaders’ visit to the National Security Agency (NSA) in December 2016: i) the reasoning for ‘loud’ cyber weapons;\(^{18}\) ii) the splitting of NSA and Cyber Command;\(^{19}\) iii) the need for a new workforce model; iv) private sector outreach; and v) the creation of a new cyber force.\(^{20}\) Through this OI analysis, in which I also analyse how the development of offensive cyber capabilities is distinctive compared to other processes, we gain a better understanding of how some of these critical challenges can be resolved.

The remainder of this paper is structured as follows. First, it deals with the first-order question of defining OI and OIOCC. It also discusses the optimal product design of offensive cyber capabilities and current forms of OIOCC. In the second part, I develop several propositions about the general benefits of OIOCC. The third part develops three propositions about the potential negative effects of integration, and the final part concludes and draws out lessons on which form of OI would be suitable for the development of offensive cyber capabilities.

### 2. THE NATURE OF OI AND OIOCC

There are dozens of definitions of organisational integration. For the purposes of this discussion, I follow Lawrence and Lorsch’s definition of OI as ‘the process of achieving unity of effort among the various subsystems in the accomplishment of the organisation’s tasks’.\(^{21}\) In more poetic terms, integration is about achieving and committing to a harmonious marriage of activities. Like any good marriage, there are many ways in which OI can be successfully achieved.\(^{22}\)

As a primary step to understanding the nature and requirements of OIOCC, a discussion of the desired ‘output’ is required. The expectation is that OIOCC of states is directed towards the development of sophisticated capabilities.\(^{23}\) Sophistication in this context refers to the complexity of techniques put into the development of a capability to enable it to gain

---


20 Note that, according to Segal, an official of the NSA was against the creation of a new cyber force. Segal, ‘Takeaways from a Trip to the National Security Agency’.


22 For a contrasting view, see Tolstoy’s Anna Karenina Principle.

its objective. As David Aitel notes, cyber operations can differ in the sourcing and use of capabilities, networking, testing, persistence and operational security. This means there are no strict necessary and sufficient conditions when a capability can be considered ‘sophisticated’, but they share ‘family resemblances’ such as: i) the exploitation of zero-day vulnerabilities; ii) the implementation of various obfuscation techniques; iii) the ability to deliver payload to difficult-to-reach targets; and iv) the implementation of customised malware of firmware.

Sophisticated cyber attacks generally take place across multiple stages, creating a sequential interdependence between the activities. We can distinguish between four general stages. The first stage is reconnaissance. This includes the attacker ‘sniffing’ (to eavesdrop on existing data traffic), ‘footprinting’ (to gain knowledge of the network or security posture), and ‘enumeration’ (to identify user accounts which can potentially be exploited). The second stage concerns intrusion. We commonly distinguish between user intrusion (with non-administrative user privileges) and root intrusion (with administrative user privileges). The third stage of a cyber attack is privilege escalation. At this stage a vulnerability is exploited in an operating system (OS) or specific service or software package. Finally, there is the stage which gives away the goal of the attacker. This could be denial of service (DoS), installation of a backdoor, exfiltrating data, espionage or corruption (with as its aim to cause harm or damage). The order of activities conducted by Advanced Persistent Threat (APTs) is often highly complex, and different tasks may be executed – even outside cyberspace – with long periods of time in between. For example, a backdoor (i.e. a way to bypass normal authentication) may be initially installed at t=0, and check-ups might take place in later time periods t=1, t=2, and t=3 to see if it still exists, but a future attack using that backdoor might occur only in t=x.

The optimal product design of a sophisticated offensive cyber capability – which OIOCC aims to help achieve – meets four criteria. First, it should be effective in achieving its desired goal. In the case of a cyber weapon, this means it can reliably provide unauthorised access to a computer system to cause harm or damage to a living being or system. Second, it needs to comply with
(international) legal standards. A responsible actor seeks more from a weapon than merely the ability to cause harm or damage. Principally, the weapon needs to be discriminate, in that it can be used in accordance with the principles of distinction and proportionality. Third, the development should be cost efficient in that it produces the desired result for the least amount of resources poured into it. Finally, it needs to be at an actor’s disposal on a permanent basis. For industries, a key factor leading to OI is the demand for steady volumes of output or the assurance that a service is available at all times. In the context of offensive cyber capability development, ideally, governments aim to organise their operations in such a manner that the ‘cyber option’ is always available as a potential (strategic) asset to use.

One should also be aware of what OIOCC does not aim to achieve. A key goal of OI is normally to standardise the output of a process, especially in the manufacturing industry. The aim of a manufacturer is to ensure that every final product has the same properties. For example, customers drinking a certain soda brand expect that their drink will have the same taste each time they buy it. Yet, as Lindsay and Gartzke observe, the essential element of cyber weapons’ success is deception, with its basic tactics of dissimulation (hiding what is there) and simulation (showing what it is not). As the attacker constantly needs to find innovative ways to mislead the enemy to ensure the attack is successful, uniform products are not desired.

As we can observe from the activities of various governments, OIOCC can come in many shapes and forms: through appointing the same director for the intelligence services as for the command conducting military activities; through establishing a significant intelligence constituency within the military command; through offering the same training programme to those conducting espionage operations and those conducting offensive (destructive) cyber operations; and through people moving from an intelligence gathering unit to a military unit and vice versa. There is no ideal configuration of integration, as it depends on size and capital (also human capital) of the cyber operations. There are however a number of potential benefits and risks of OIOCC which are discussed below.

3. THE BENEFITS OF OIOCC

I develop three propositions about the positive effects of OIOCC in helping to achieve ‘optimal’ output: i) interaction efficiency, ii) knowledge transfer and organisational learning and iii) mission overlap.

A. Proposition 1: OIOCC Leads to Interaction Efficiency of Intelligence and Military Activities

The obstacles that actors have to overcome to conduct a sophisticated cyber attack are often
underestimated. Smeets distinguishes between three different types of obstacles for different types of capabilities: first, there are the knowledge/intelligence barriers to overcome in developing a capability; second, there are economic and material obstacles; and third, there are organisational obstacles as various actors have to work together to develop a certain capability. With respect to the latter, the interdependence between the intelligence collection activity and the military activity is essential as a great amount of preparation is required to understand the targeted systems. OI facilitates this interaction, making it the most obvious benefit.

The importance of this close link between intelligence and military has been well-documented in the case of Stuxnet. As Jon Lindsay observes:

Stuxnet infections have been traced to five different industrial companies within Iran, all of which dealt in [Industrial Control System] equipment […]. These domains were infected on multiple occasions with an average of nineteen days between malware compilation and the date of infection.

To match Stuxnet’s payload with the specific type of programmable logic controller required highly specific intelligence, and to engineer a ‘perfect’ code, thorough testing was required. A mock-up plant was therefore created using Qaddafi’s P-1 centrifuges. Over time, the tests grew in size and sophistication. According to David Sanger, at some point the United States and Israel were ‘even testing the malware against mock-ups of the next generation of centrifuges the Iranians were expected to deploy, called IR-2s, and successor models, including some the Iranians still are struggling to construct’. Overall, as Lindsay concludes, ‘the Stuxnet operation required substantial time and institutional infrastructure’. Like the small elements of a high-quality Swiss clockwork beautifully working together to show the time with complete precision, to conduct a sophisticated cyber operation like Stuxnet, a close connection between numerous actors and processes is necessary.

37 Smeets, ‘What it Takes to Develop a Cyber Weapon’.
38 This means a serial relationship exists as the output from the reconnaissance operation becomes the input for the cyber operations with as aim to cause harm or damage.
39 Stuxnet was allegedly developed and deployed by the United States and Israel. The origins of the worm go back as early as 2006, midway through George W. Bush’s second term, as the administration aimed to diversify its options against Iran. David Sanger, Confront and Conceal: Obama’s Secret Wars and Surprising Use of American Power (Random House: New York: 2012).
41 Ibid.
42 Sanger, ‘Confront and Conceal’, 198.
43 Lindsay, ‘Stuxnet and the Limits of Cyber Warfare’, 387.
B. Proposition 2: OIOCC Increases the Opportunity for Knowledge Transfer

OIOCC also stimulates the transfer of knowledge. Knowledge transfer refers to the process through which one individual, group, or unit is affected by the experience of another.\(^{45}\) Empirical evidence suggests that interconnected organisations such as franchises and alliances hold comparative advantages over their more autonomous counterparts due to the ability to transfer knowledge across their constituent parts. For example, a restaurant may put a new dish on the menu that was successfully served at its sister restaurant located in a different part of town.\(^{46}\)

The required knowledge component for developing offensive cyber capabilities comes in two forms.\(^{47}\) First, there is the part which is explicit and can be transferred in a systematic manner. For example, it concerns knowledge about how different elements of an industrial control system work. Another example of this form of knowledge is the ability of a person to write code in a certain programming language. The most significant knowledge component is often tacit and difficult to articulate.\(^{48}\) For example, this might concern knowledge embedded in a hacker’s experience or a cyber command’s implicit operational processes.\(^{49}\) The tacit knowledge required to conduct offensive cyber activities cannot be formally communicated. Forms of OIOCC, however, allow for the opportunity to also transfer this type of knowledge.

C. Proposition 3: OIOCC Minimises Mission Overlap and Improves Resource Allocation

Finally, OIOCC allows for a more efficient allocation of resources, because the same processes or tasks are not replicated unnecessarily. In any organisation, some overlap in tasks is inevitable; yet OIOCC leads to enhancement resource allocation on three levels.

First, it can put people to better use. In a number of countries, the growth of offensive cyber capabilities in militaries already allowed for greater specialisation in cyber weapon production. The US Cyber Command now has 133 teams in operation, making it easier to dedicate specialised units to specific types of cyber operations.\(^{50}\) OI frees up further resources for specialisation. This means that task complexity can be increased, as tasks can be divided on the basis of who is most proficient in the process. Second, ‘capital’ can be used more efficiently. Two basic forms of ‘capital’ of offensive cyber capabilities concern software and infrastructure. On the former, software can often be divided into smaller modules (called modularity); OIOCC makes it easier to reuse parts of code from a different operation in order to save time and resources. On the latter, a type of infrastructure frequently used by attackers is command and control (C&C) servers, which help to maintain communications with compromised machines. Also, to launch


\(^{46}\) Ibid, 4.

\(^{47}\) Smeets, ‘What it Takes to Develop a Cyber Weapon’.


distributed denial-of-service (DDoS) attacks, a botnet of ‘zombies’ (compromised computers) are often used flood the bandwidth of a targeted system. Again, integration makes it easier to repurpose this type of infrastructure for a different cyber operation. Third, and related, IOIIO makes it easier to leverage previous activities and accomplishments. For example, if a backdoor in a computer system is already established by one actor, it can conveniently be used by another.

4. THE RISKS OF IOIIO

Organisational integration, however, does not only have positive consequences. I consider three propositions about the negative effects created by IOIIO.

A. Proposition 1: IOIIO Intensifies the Cyber Security Dilemma

A prominent theoretical idea in International Relations is the security dilemma. The situation occurs in an anarchical system when states cannot be certain about each other’s intentions. Mutual fear leads states to resort to an accumulation of capabilities to defend themselves, which in turn leads to (unintended) spirals of worsening relationships with a potentially tragic outcome. Buchanan indicates that also a cyber security dilemma exists, as states which aim to assure their own (cyber) security have an incentive to intrude into strategically important networks of other states and will thus threaten – often unintentionally – the security of those other states, risking escalation.

The first potential downside of IOIIO is that it intensifies this cyber security dilemma. The knowledge transfer incentive, mentioned above as a positive effect of IOIIO, also has a negative externality for the development of offensive capabilities. Argote and Ingram note that ‘[k]nowledge transfer in organisations manifests itself through changes in the knowledge or performance of the recipient units’. It leads to a loss of distinct organisational cultures with their practices and ‘playbooks’. The commonality in behaviour of IOIIO further blurs the line between when a cyber espionage operation ends, and a destructive operation starts. From the

51 See Rid and Buchanan, ‘Attributing Cyber Attacks’, 17.
52 FireEye offers an example in their report on attribution of advanced cyber attacks: ‘four separate attacks that use different exploits, different lures, and different first-stage malware implants. But they all target religious activities. And […] they are all sent from the same server […]’. Retrieved from: https://www.fireeye.com/content/dam/fireeye-www/global/en/current-threats/pdfs/rpt-digital-bread-crumbs.pdf.
defenders’ viewpoint, it is more difficult to discern the cyber attackers’ intention and accurately respond.56

The matter can be put into perspective considering the following (ever more relevant) question: what do we do if we find out about cyber espionage activities on our computer systems? ‘Respond proportionately’ would be the diplomatic answer. Indeed, in the last press conference of 2015, President Obama said the US would take ‘proportionate’ action in response to a cyber attack on Sony Pictures by North Korea. Proportionality was also the cornerstone of President Obama’s response to the Democratic National Committee (DNC) hack. For a long time, it was unclear what the US government does against Russia’s aggression, other than ‘respond in a proportionate manner’.

But what does ‘proportionate’ mean in this context? The response is likely not just tailored towards the actual ‘observed’ activity (i.e. an espionage operation) but also the perceived intent of the attacker (i.e. an assessment of whether a destructive cyber attack will follow or not). The underlying rationale of the attacker is, however, difficult to interpret, especially if an espionage operation and a destructive operation are conducted in the same operational fashion. This means that we are unable to discern if our perceived proportionate response is actually proportionate or not.

**B. Proposition 2: OIOCC Leads to Cost Ineffectiveness in the Long Run**

Offensive cyber capability integration may seem to be economical in the short-term, but will most likely increase costs down the road. Offensive cyber capabilities are said to be transitory in nature, meaning they are relatively short lived in their ability to cause harm or damage.57 Cyber capabilities are not equally transitory, and one of the factors which explains this differentiation concerns the type of payload. All other things being equal, it can be said that destructive cyber capabilities causing visible damage are more likely to be discovered than espionage capabilities, and hence lead to the patching of a vulnerability.58

However, due to the integration of activities, the deployment of a destructive cyber weapon also increases the risk that espionage capabilities – exploiting the same vulnerabilities and same coding procedures – are exposed as well. The issue is particularly pertinent now that threat intelligence firms (and possibly states) are establishing special detection tools in attempt to uncover clusters of capabilities. This means that integration makes an attacker’s offensive cyber ‘arsenal’ more volatile and costly, as multi-year cyber programs are more susceptible to a low return on investment after capabilities with a destructive payload are used.

A more general risk stems from changes in information access due to OIOCC which may also ultimately increase costs. Integration aims to simulate knowledge transfer within the


57 Notice that certain cyber capabilities are more transitory than others. For a more extensive discussion on this point, see: Max Smeets, ‘A Matter of Time: On the Transitory Nature of Cyber Weapons’, *Journal of Strategic Studies*, (2017), 1-28.

58 Ibid.
organization. Yet, it is inherently more demanding to manage the risks of information security (normally shortened to InfoSec) when more people are able to view classified documents and are briefed about certain operations.59

C. Proposition 3: OIOCC Leads to Cyber Mission Creep

Mission creep refers to the gradual expansion of a project or mission beyond its original goals. This usually occurs following the initial successes of an operation. As Caraccilo writes, ‘mission creep is usually considered undesirable due to the dangerous path of each success breeding more ambitious attempts, only stopping when a final, often catastrophic, failure occurs’.60

The ongoing transfer of civilian tasks to military agencies has been well-documented in the case of the global war on terrorism. In 2008, US Secretary of Defense Robert Gates warned:

> [o]verall, even outside Iraq and Afghanistan, the United States military has become more involved in a range of activities that in the past were perceived to be the exclusive province of civilian agencies and organisations. This has led to concern among many organisations about what’s seen as a creeping ‘militarisation’ of some aspects of America’s foreign policy. This is not entirely unreasonable sentiment.61

Mission creep is also observed in domestic and international organisations.62 Monahan, for example, critiques the emergence of data-sharing ‘fusion centres’ intended to reduce crime and prevent terrorism. His main critique is that:

> these centres […] mutate into ‘all-crimes’ and ‘all-hazards’ organisations […] in order to ensure their continued existence in the face of future budget cuts.63

It can be said that OIOCC enhances the risk of what I label cyber mission creep: the risk that an organisation responsible for offensive cyber activities goes beyond their core mission in the use of these capabilities. Cyber mission creep can come in two forms. First, there is the risk that initial intelligence activities through cyberspace go beyond their core mission and lead to the use of cyber weapons.64 This is especially likely to occur when intelligence services in a country are perceived to be more capable than the military. The second form of cyber mission creep occurs when the military is gradually conducting more cyber activities, even when it

59 InfoSec normally has three components: i) confidentiality, ii) integrity, and iii) availability.
64 Although I refer to this as a new form of mission creep, I do not argue that the same dynamics which cause military mission creep cause cyber mission creep.
concerns minor (domestic) disorders rather than war or another emergency situation. Indeed, there is the risk that intelligence agencies mutate into ‘all-cyber’ organisations.

5. CONCLUSION

In response to cyber security challenges, governments have established a wide range of informal and formal institutions. The focus of this paper was to enhance our understanding of the organisational integration of offensive cyber capabilities. In doing so, it will help states which already have developed, as well as those which are developing, offensive cyber capabilities to make better decisions about their organisational structures.

OIOCC can come in many shapes and forms, and the ideal configuration depends on a state’s set up. This paper has developed in total six general propositions about the potential consequences of OIOCC. Following the propositions of the benefits of OIOCC, it was argued that integration reduces mission overlap, increases cost effectiveness, and improves communication. I also call attention to the risks of OIOCC, which are still not well understood. OIOCC deepens the cyber security dilemma and leads to potential cyber mission creep. Also, the potential cost effectiveness created through OIOCC in the short run might turn into cost ineffectiveness overall, as ‘clusters’ of capabilities are more likely to be discovered. Although the benefits seem to outweigh the risks, a misunderstanding of the risks can have significant consequences for conflict escalation.

This paper also presents some limitations and opportunities for future research. First, this paper has been primarily theoretical and should still be subject to empirical scrutiny in order to test the validity of the OIOCC propositions. Ideally, a comparative analysis would be conducted between countries with different levels of OIOCC to verify whether the propositions presented in this paper hold in practice. Second, it was noted that the nature of cyber capabilities places greater emphasis on innovation than on forced control. This means that in the case of OIOCC, an increase in organisational efficiency should not come at the cost of organisational and individual flexibility. More research should be conducted on the mechanisms to achieve these

65 Another form of creepism can be observed for offensive cyber capabilities, which is called in product design terms ‘feature creep’ (and for computer programs ‘software bloat’). This refers to ongoing addition of new features in products, resulting in over-compilation. We have this also with offensive cyber capabilities. Stuxnet is again a good example. Ralph Langner indicates that Stuxnet actually refers to two weapons, instead of one. While the early version focused on loosening the isolation valves of the Natanz uranium enrichment facility, the later version sought to change the speeds of the rotors in the centrifuges. Langner notes in his report that ‘The attack routines for the overpressure attack [of the second version] were still contained in the payload, but no longer executed – a fact that must be viewed as deficient OPSEC. It provided us by far the best forensic evidence for identifying Stuxnet’s target, and without the new, easy-to-spot variant the earlier predecessor may never have been discovered. That also means that the most aggressive cyber-physical attack tactics would still be unknown to the public – unavailable for use in copycat attacks, and unusable as a deterrent display of cyber power’. We however have not information to conclude whether this type of feature creep – leading to a less stealthy (a potentially less effective) capability – was the result of an inter-agency problem or an organisational integration problem. See: Ralph Langner, ‘Stuxnet’s Secret Twin’, Foreign Policy, (19 November 2013). Retrieved from: http://foreignpolicy.com/2013/11/19/stuxnets-secret-twin/; Ralph Langner, ‘To Kill a Centrifuge: A Technical Analysis of What Stuxnet’s Creators Tried to Achieve’, The Langner Group, (November 2013). Retrieved from: http://www.langner.com/en/wp-content/uploads/2013/11/To-kill-a-centrifuge.pdf; Geoff McDonald, Liam O Murchu, Stephen Doherty, Eric Chien, ‘Stuxnet 0.5: The Missing Link’ Symantec, (26 February, 2013). Retrieved from: http://www.symantec.com/content/en/us/enterprise/media/security_response/whitepapers/stuxnet_0_5_the_missing_link.p.
goals concurrently. Third, I have limited the scope of my research to government actors; so-called ‘supplier integration’ of other actors has not been the focus of my research. An obvious extension would be to look at the interaction between private actors and government actors in developing offensive cyber capabilities. After all, when the demand for offensive capabilities increases (both in complexity and size), states can expand their activities by persuading legislators to increase budgets and size of departments or by taking on ‘private suppliers’.
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